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AR Shooter: An Augmented Reality Shooting Game System 

- Authors: D. Weng, D. Li, W. Xu, Y. Liu, Y. Wang (Beijing Institute of Technology, China) 

- Contact: Dongdong Weng (crgj@bit.edu.cn) 

AR Shooter is a handled augmented reality system which can be used 

in many entertaining conditions. The system consists of two parts: a 

gun with two video cameras and infrared markers composed of LEDs. 

One of the video cameras is used to track the infrared markers while 

the other is used to capture the real scene. When the gun aims at the 

markers, some virtual ghosts will appear on the LCD equipped on the 

gun. Users can enjoy fighting with the ghosts without recognizing the 

markers, because infrared markers are invisible for human eyes. 

 

ARMate: Intelligent Augmented Reality Agent Interacting with Real Objects 

- Authors: Changgu Kang, Sejin Oh, Woonhyuk Baek, Woontack Woo (GIST, Korea) 

- Contact: Changgu Kang (ckang@gist.ac.kr) 
 

We demonstrate an interactive system that a user can collaborate with the 

ARMate, as an augmented reality (AR) agent that perceives real objects 

and interact with the objects. Through the demonstration, the user can 

manipulate real objects on hands or with the controller. According to the 

manipulation, the ARMate perceives changes of the objects and responds 

to the changes. Specifically, the ARMate directly pushes a real object. 

Based on the characteristics, our demonstration makes a user feel that the 

ARMate coexists with them, and enables him or her to motivate interaction with the ARMate. 

 

AR Sketchbook 

- Authors: Juhyeun Han (Segang University, Korea) 

- Contact: Juhyeun Han (hjh1019@sogang.ac.kr) 

The most general method to implement existing AR is using pre-defined 

special markers with particular form such as in ARToolkit. However, this 

method may not be attracting to some users who wants to see what they 

draw is augmented. 

In this demo, we present such a framework in which a user designs (draws) a 

marker and the animation of graphic objects related to the drawing is 

displayed on the fly. After recognizing the sketch, we can generate and 

animate the virtual object with respect to its category and properties. 



 

A Web Service Platform Dedicated to Building Mixed Reality Solutions 

- Authors: Petros Belimpasakis, Petri Selonen, Yu You (Nokia Research Center, Finland) 

- Contact: Petros Belimpasakis (petros.belimpasakis@nokia.com) 

We demonstrate our Mixed Reality Web Service 

Platform (MRS-WS) dedicated to enabling rapid 

creation of mixed reality solutions, desktop or 

mobile. Focusing on common interfaces and 

functions across user generated and commercial 

geo-content, we provide an appealing developer 

offering, currently evaluated via a closed set of 

university partners. Clients can access different 

types of real world content, acquired by Navteq. 

That includes street-view panoramas, building 

outlines and 3D models, terrain morphology, road 

network, POIs and useful pre-processed 

associations between them. We also demonstrate 

a sample city exploration mobile mixed reality 

application built on top of our web service 

platform. 

 

ARTlet: Digilog Book Authoring Tool and Viewer 

- Authors: Jonghee Park, Kiyoung Kim, Taejin Ha, Sejin Oh, Woontack Woo (GIST U-VR Lab., Korea) 

- Contact: Jonghee Park ( jpark@gist.ac.kr) 
 

We demonstrate Digilog Book Viewer which exploits multi-core 

programming with GPU (Graphical Processing Unit) for stable 

recognition and tracking of many pages in real-time. In addition, 

Many special effects will attract a lot of interests. We made two 

Digilog Books which subject matters are Korean traditional 

contents:”Hong Gil Dong” and “Korean Historic Science 

Technology”. We expect that this provides many opportunities to 

experience Korean traditional character, Hong Gil Dong, and 

historic weapons through the Digilog Book Viewer. 

 

Smart Glasses: An Open Environment for AR Apps 

- Author: Axel Roselius (Deutsche Telekom AG, Germany) 

- Contact: Axel Roselius (roselius@funiji.com) 

 

 



 

junaio - next generation mobile augmented reality browser 

- Author: Tobias Eble (Metaio GmbH, Germany) 

- Contact: Tobias Eble  (tobias.eble@metaio.com) 

junaio is the next generation augmented reality browser for camera equipped smartphones or other 
mobile devices presenting users with interactive web-based information and experiences wherever 
they are. Point your camera, click and view - about points of interest around you, events, places, 
products, news items. junaio`s new media capabilities combine text, image, sound, video, 3D moving 
objects and especially augmented reality overlays onto real objects. junaio can navigate outside as 
well as indoors. Due to the limitations of GPS inside buildings, junaio uses LLL Markers to allow AR 
overlays inside museums, exhibitions or shopping malls with absolute accuracy. With junaio`s open 
API, developers can create state of the art augmented reality applications. junaio is available as a 
version for the iPhone and for Android. It also allows to "glue" digital content onto objects through 
image recognition and tracking, leading to totally new fields of applications, especially in the 
consumer market. 

 

Unifeye SDK Mobile 

- Author: Tobias Eble (Metaio GmbH, Germany) 

- Contact: Tobias Eble  (tobias.eble@metaio.com) 

 
The Unifeye Mobile platform is the most comprehensive solution to 
create augmented reality applications for iPhone, Android, Symbian 
and Windows Mobile devices. Featuring a high-level API and latest 
image recognition technologies it allows developers to produce 
high-quality applications with low efforts. We'd like to present 
several mobile demos running on iPhone, Android, Symbian and 
Windows Mobile implemented with the Unifeye SDK Mobile. 

 

 

 

 

 

 

 

 



 

Foldable Augmented Maps 

- Author: Sandy Martedi (Keio University, Japan) 

- Contact: Sandy Martedi (sandy@hvrl.ics.keio.ac.jp) 

This demonstration presents folded surface detection and 

tracking for augmented maps. We model the folded surface 

as multiple planes. To detect a folded surface, plane 

detection is iteratively applied to 2D correspondences 

between an input image and a reference plane. In order to 

compute the exact folding line from the detected planes, 

the intersection line of the planes is computed from their 

positional relationship. After the detection is done, each 

plane is individually tracked by frame-by-frame descriptor update. For a natural augmentation on 

the folded surface, we overlay virtual geographic data on each detected plane. 

 

Techniques and applications for panoramic mapping and tracking on mobile phones 

- Authors: Tobias Langlotz, Daniel Wagner, Alessandro Mulloni, Gerhard Schall, Gerhard Reitmayr, 

Dieter Schmalstieg (Graz University of Technology, Austria) 

- Contact: Tobias Langlotz (langlotz@icg.tugraz.at) 

We present our latest research on panoramic mapping and tracking for mobile phones showing the 

online creation and simultaneous tracking of panoramas. Our novel system uses a natural feature 

mapping and tracking method to allow 3 degrees of freedom tracking on mobile phones. This 

tracking technique can be used to show the potential of in-situ creation of AR annotations of the 

environment directly on the mobile phone. Our tracking approach allows creating annotations in 

place and storing them in a self-descriptive way with high precision matching, in order to allow a 

later re-identification. 
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The Smart Museum Guide System 

- Author: Jaein Hwang (KIST, Korea) 

- Contact: Jaein Hwang (hji@imrc.kist.re.kr) 

 The Smart Museum Guide System recognizes 2D or 3D relics and 

shows related information on iPhone.  It includes the PhotoAR 

server which recognizes multi-angle images and the client which 

plays voice guide and detailed information.  The recognizing 

process occurs without input but in real-time.  

 

 

Discover Korea 

- Author: Gilbert Corrales (KIST, Korea) 

- Contact: Gilbert Corrales (gilbert@discovr.net /gcorrales@imrc.kist.re.kr) 

Discovr Korea mixes and matches today’s social and location-

based networks with catered information about touristic places 

around Korea, providing an enhanced dynamic experience to 

good old travel guides. Exploring, tracking and sharing travel 

memoirs with Discovr Korea becomes the experience you 

always expected of a mobile travel guide. 

 

Discovr Korea is part of the Discovr Places platform, a 

foundation for social travel applications. Our mission with the 

Discovr family of experiences is to integrate the best 

technology into a platform that helps people explore, track and 

share their traveling experiences with family and friends. 

Learn more at www.discovr.net 

 

Augmented Reality Laser Projectors for Industrial Applications 

- Author: Peter Keitler (TUM, Germany) 

- Contact: Peter Keitler (keitler@in.tum.de) 
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MARGE: Mobile Augmented Reality Game Engine 

- Author: Henry B.L. Duh (KEIO-NUS CUTE Center, Singapore) 

- Contact: Henry B.L. Duh (eledbl@nus.edu.sg) 

MARGE is a game engine for mobile augmented reality (AR) environment 

based on iPhone, Android and Symbian OS. It includes integrated support for 

optimal graphics performance, networking, resource management, sound and 

music. Mobile application developers can learn how to design high quality 3D 

interactive mobile AR games using our proposed tool. Several highlight 

features of MARGE: OpenGL ES 2.0, 3D graphics library running on the 

embedded chipset on different phones and networking support (TCP/IP or 

blue-tooth) for multiplayer’s game. 
 

Feature Tracking and Object Recognition on a Hand-held 

- Author: Taehee Lee (UCLA, USA) 

- Contact: Taehee Lee (taehee@cs.ucla.edu) 

We demonstrate a visual recognition system operating on a 

hand-held device, with the help of an efficient and robust 

feature tracking and an object recognition mechanism using 

video-based local descriptors that can be used for interactive 

mobile applications. 

 
 
 
 

 

Origami Recognition System Using Natural Feature Tracking 

- Author: Kening Zhu (Ryerson University, Canada) 

- Contact: Kening Zhu (ken@cutecenter.org) 

This demo introduces a system that can recognize different type of 

paper-folding by users. The system allows users to register and use 

their desired paper in the interaction, and detect the folding by 

using Speed Up Robust Feature (SURF) algorithm. This  origami  

recognition  system  provides  a  platform  for  a wide range  

of  applications, including storytelling, gaming, designing etc. As a  

proof  of  concept,  a  game  application  is  developed an shown to realize  our origami  

recognition method. The main  objective  of  the  game  is  to  use rea l  o r igami  to 

construct  virtual  towers  to defeat  the  virtual  monsters.  

 

Composing the Feature Map Retrieval Process for Robust and Ready-to-Use Monocular 

Tracking 

- Author: Folker Wientapper (Fraunhofer IGD, Germany) 

- Contact: Folker Wientapper ( folker.wientapper@igd.fraunhofer.de) 
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Breast Cancer Palpation System using Haptic Augmented Reality 

- Authors: Seokhee Jeon, Benjamin Knoerlein, Matthias Harders, Gabjong Han, and Seungmoon 

Choi (POSTECH, Korea) 

- Contact: Seokhee Jeon (yeager@postech.ac.kr) 

In haptic augmented reality (AR), a stimulus from a real object is 
augmented by a synthetic haptic signal. We previously developed a 
haptic AR system wherein the stiffness of a real object can be 
augmented with the aid of a haptic interface. This demonstration 
presents a case study of this technology for medical training of breast 
cancer palpation. A real breast model made of soft silicone is 
augmented with a virtual tumor rendered inside. Haptic stimuli for 
the virtual tumor are generated based on a contact dynamics model 
identified via real measurements. With our palpation system, a user                  

   can experience excellent realism comparable to that of a real breast 
mock-up containing a real tumor. 

 

Differential Instant Radiosity for Mixed Reality 

- Authors: Christoph Traxler, Martin Knecht (Vienna University of Technology, Austria) 

- Contact: Christoph Traxler (traxler@cg.tuwien.ac.at) 

The simulation of mutual shading effects between 
virtual and real objects are demonstrated in two mixed 
reality scenarios. A virtual Cornell box and a real 
cardboard box can be arranged on the desktop and 
illuminated by a real pocket lamp, showing colour 
bleeding. In a LEGOᵉ based game users direct a 
virtual UFO by placing real obstacles into its path so 
that it gathers all goodies. Virtual objects are 
realistically shaded using the surrounding light 
captured from a fisheye camera and look like LEGOᵉ 
objects. The virtual spotlight of the UFO also 
illuminates real objects. 

 

Mattelŝs RockŝEm SockŝEm Game powered by Qualcommŝs AR SDK 

This demo is a proof-of-concept game adapted from a physical toy. 
Illustrating AR features such as detection and tight visual registration, 
these RockΩEm SockΩEm robots appear in a virtual boxing ring. 

 

 

Multi-user Reference Free AR by Qualcomm 

This demo application generates a front facing high resolution reference image from an 
unreferenced planar environment, and then shares the reference image, creating a shared AR 
experience amongst multiple users. 
 

* Demonstrations by Qualcomm will be shown on both days at the same place. 
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